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• Transfer Learning
• TrAdaboost
• Self-taught Learning
• Self-taught Clustering
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When the distribution changes：
 new labeled data is short,
 expensive to recollect the needed training data 
 impossible or time consuming to rebuild models
At the same time:
 a waste to drop old data and its learning model.

  How to extract knowledge learnt from related domains to help 
learning in a target domain with a few labeled data?

  How to extract knowledge learnt from related domains to speed up 
learning in a target domain?

  Transfer learning techniques may help!



4

Department of Computer Science and Engineering University of Electricity and Science Technology of China

Data Mining Gruop Meeting transfer learning 1/15/2016             4/36

Transfer Learning (TL):
The ability of a system to recognize and apply knowledge and 
skills learned in previous tasks to novel tasks (in new domains)

It is motivated by human learning. People can often transfer knowledge 
learnt previously to novel situations
 Chess  Checkers
 Mathematics  Computer Science
 Table Tennis  Tennis
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Learning System Learning System Learning System

Learning System
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Transfer learning settings Labeled data in 
a source domain

Labeled data in 
a target domain

Tasks

Inductive Transfer Learning × √ Classification
Regression

…√ √
Transductive Transfer Learning √ × Classification

Regression
…

Unsupervised Transfer Learning × × Clustering
…
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Transfer 
Learning

Multi-task 
Learning

Transductive 
Transfer Learning

Unsupervised 
Transfer Learning

Inductive Transfer 
Learning

Domain 
Adaptation

Sample Selection Bias 
/Covariance Shift

Self-taught 
Learning

Labeled data are available in 
a target domain

Labeled data are 
available only in a 

source domain

No labeled data in 
both source and 
target domain

No labeled data in a source domain

Labeled data are available in a source domain

Case 1

Case 2
Source and 

target tasks are 
learnt 

simultaneously

Assumption: 
different 

domains but 
single task

Assumption: single domain 
and single task
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Transfer learning approaches Description

Instance-transfer To re-weight some labeled data in a source 
domain for use in the target domain

Feature-representation-transfer Find a “good” feature representation that reduces 
difference between a source and a target domain 

or minimizes error of models 
Model(Parameter)-transfer Discover shared parameters or priors of models 

between a source domain and a target domain 
Relational-knowledge-transfer Build mapping of relational knowledge between a 

source domain and a target domain.

-According to what to transfer
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Inductive 
Transfer Learning

Transductive 
Transfer Learning

Unsupervised 
Transfer Learning

Instance-transfer √ √
Feature-representation-

transfer
√ √ √

Model(Parameter)-
transfer

√

Relational-knowledge-
transfer

√
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• aims to help improve the learning of the target predictive 
function 

( ) in  using the knowledge in  and  ,where   T T S S S Tf D D T T T

CASE 1 CASE 2

Labeled data in a source domain

Available unavailable
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• Assumption: the source domain and target domain data use 
exactly the same features and labels. 

• Motivation: Although the source domain data can not be 
reused directly, there are some parts of the data that can still be 
reused by re-weighting.

• Main Idea: Discriminatively adjust weighs of data in the 
source domain for use in the target domain.
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{ }
iS SX x 

{ }
iS SA a

{ }iB b

{ }
iT TX x  { }iB b

{ }
iT TA a
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Assumption: If t tasks are related to each other, then they may share some 
parameters among individual models. 

Assume                   be a hyper-plane for task , where                  and 

Encode them into SVMs:

t tf w x  { , }t T S

Common part Specific part for individual task

Regularization terms 
for multiple tasks
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Assumption: If the target domain and source domain are related, then there 
may be some relationship between domains being similar, which can be used for 
transfer learning

Input: 
1. Relational data in the source domain and a statistical relational model, 

Markov Logic Network (MLN), which has been learnt in the source domain.
2. Relational data in the target domain.

Output: A new statistical relational model, MLN, in the target domain.

Goal: To learn a MLN in the target domain more efficiently and effectively. 
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 WorkedFor

MovieMember MovieMember

AdvisedBy

Publication Publication



23

Department of Computer Science and Engineering University of Electricity and Science Technology of China

Data Mining Gruop Meeting transfer learning 1/15/2016             23/36

( | )S SP Y X ( | )T TP Y X ( )SP X ( )TP X
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weights for source 
domain data

( )SP X ( )TP X
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Main Idea: KMM tries to estimate                        directly instead of estimating 
density function.  

It can be proved that       can be estimated by solving the following quadratic 
programming (QP) optimization problem.

Theoretical Support: Maximum Mean Discrepancy (MMD) [Borgwardt et al. 
BIOINFOMATICS-06]. The distance of distributions can be measured 
by Euclid distance of their mean vectors in a RKHS.
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Assumption: Single task across domains, which means                 and                
are the same while            and            may be different causing by feature 
representations across domains.  

Main Idea: Find a “good” feature representation that reduce the “distance” 
between domains.

Input: A lot of labeled data in the source domain and only unlabeled data in the 
target domain.

Output: A common representation between source domain data and target 
domain data and a model on the new representation for use in the target domain. 

( | )S SP Y X ( | )T TP Y X
( )SP X ( )TP X
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Motivation: If two domains are related to each other, then there may exist 
some  “pivot” features across both domain. Pivot features are features that 
behave in the same way for discriminative learning in both domains.

Main Idea: To identify correspondences among features from different 
domains by modeling their correlations with pivot features. Non-pivot features 
form different domains that are correlated with many of the same pivot 
features are assumed to correspond, and they are treated similarly in a 
discriminative learner. 
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Input: A lot of unlabeled data in a source domain and a few unlabeled data in a 
target domain.

Goal: Clustering the target domain data.

Assumption: The source domain and target domain data share some common 
features, which can help clustering in the target domain.

Main Idea: To extend  the information theoretic co-clustering algorithm 
[Dhillon et al. KDD-03] for transfer learning.
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Objective function that need to be minimized

where 
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 Most approaches to transfer learning assume transferring knowledge across 
domains be always positive. 

 However, in some cases, when two tasks are too dissimilar, brute-force 
transfer may even hurt the performance of the target task, which is called 
negative transfer [Rosenstein et al NIPS-05 Workshop].

 Some researchers have studied how to measure relatedness among tasks 
[Ben-David and Schuller NIPS-03, Bakker and Heskes JMLR-03].

 How to design a mechanism to avoid negative transfer needs to be studied 
theoretically.
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Inductive 
Transfer Learning

Transductive 
Transfer Learning

Unsupervised 
Transfer Learning

Instance-transfer √ √
Feature-representation-

transfer
√ √ √

Model-transfer √

Relational-knowledge-
transfer

√
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THANKS

Q & A


